나는 이런 문제를 풀거야 (abstract)

: transduction models are complex. So, we introduce Transformer model.

사실 이 문제는 이런 동기에서 연구가 시작된건데 (introduction)

:.기존 모델의 복잡성

난 이런 새로운 방식으로 접근해보려고 하는데 (method)

: Transformer, Attention만으로 Encoder와 decoder를 구성

정말 이게 잘 먹히는지 실험도 해봤어 (experiment)

: WMT 2014 English-to-French translation task

마지막으로 귀찮은 너를 위해 요약 (conclusion)

: Attention 모델을 전적으로 활용한 Transformer 모델.